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Abstract. In this paper, we introduce the concept of group-level behav-
ioral switch (GLBS) in a robot swarm. We consider two distinct types
of GLBS that differ in whether or not the individual robots in the group
need to switch their behavior at the same time: the Synchronous GLBS
(S-GLBS) and the Asynchronous GLBS (A-GLBS). To implement these
GLBSs, we propose a blockchain-based solution built on the Ethereum
platform. We then study its performance in terms of required time and
success rate in a series of simulation experiments.

1 Introduction

Swarm robotics is the discipline that studies how a large number of robots with
relatively limited capabilities plan and coordinate so as to complete complex
tasks that are difficult or impossible for individual robots [4,7,9,10]. Swarm
robotics is considered as one of the most promising research directions in robotics
[37] and it is envisioned that in the future robot swarms will be used in a wide
range of possible applications, including environmental monitoring, search and
rescue, precision farming, surveillance missions, and extinguishing fires.

Studies in the field have mainly focused on how to implement individual
collective behaviors in robot swarms such as aggregation [1], pattern forma-
tion [2], self-assembly [14,15,21,27], collective exploration [11,20,39], coordi-
nated motion [13,32], and collective transport [16]. However, for complex real-
world applications it is also necessary for the robot swarm to be able to transi-
tion from one of the aforementioned behaviors to the next. For instance, during
a search and rescue mission, a robot swarm is required to transition between
two distinct collective behaviors: first it performs collective exploration to locate
casualties and search for survivors, and then it transitions to coordinated trans-
port to bring survivors to a safe place. In this paper, we study how to imple-
ment these types of transitions, that we call “group-level behavioral switches”, or
GLBSs for short, using blockchain technology. Most of the literature in swarm
robotics, with the notable exceptions of [6,25,28], has studied collective behav-
iors in isolation and a versatile way to switch from one collective behavior to
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another is missing. In GLBS a certain number, or percentage, of the robots in
the swarm have to switch their behavior. Note that, if all the robots in the swarm
need to perform the switch then we talk of a swarm-level behavioral switch, or
SLBS for short.

A straightforward approach to GLBS would be to develop a centralized con-
troller that monitors the whole swarm and instructs a group of robots to switch
behavior when certain conditions are met. However, a centralized controller is a
single point of failure for the swarm and is not scalable to larger swarm sizes.

Another way to implement a GLBS involves using a distributed mechanism,
such as the one presented in [25] that utilizes a hash-table for disseminating infor-
mation within the swarm. However, this solution has two drawbacks. First, every
individual robot in the swarm can input information into the hash-table at any
time, and propagate it to other robots. This can potentially cause a high num-
ber of conflicts in information, especially for larger swarm sizes. Second, in their
original formulation, there is no explicit mechanism to handle the presence of
malicious information, whereas blockchain-based approaches have already been
shown to be effective against this issue [31].

In this paper, our objective is to examine the use of blockchain technology
to achieve GLBSs in robot swarms. In fact, recent advances in swarm robotics
have demonstrated that blockchain technology can be leveraged to achieve fast
and conflict-free consensus, even in the presence of Byzantine (faulty or non-
cooperating) robots [29,31], and to give instructions to individual robots in the
swarm [23]. However, it was not yet studied how to instruct a group of robots
to change its behavior in a coordinated way.

The main contributions of this paper are the following:

1. We introduce the group-level behavioral switch (GLBS) notion and classify
it into two categories, i.e., asynchronous behavioral switch (A-GLBS) and
synchronous behavioral switch (S-GLBS), which differ in whether or not the
individual robots need to switch their behavior at the same time.

2. We develop a blockchain-based solution, based on the Ethereum platform,
that showcases how the blockchain mitigates the issues of centralized and
distributed approaches in the decision-making process for GLBS.

3. We evaluate our blockchain-based solution by conducting experiments on an
example scenario chosen so that it includes both A-GLBS and S-GLBS: a
simulated fire extinguishing application.1

The subsequent sections of the paper are structured in the following manner:
Sect. 2 provides a brief review of relevant literature related to decision-making in
swarm robotics and the utilization of blockchain technology. Section 3 provides
a concise introduction to blockchain technology, smart contracts, and consensus
algorithms. In Sect. 4, we present the experimental scenario and the experiment
timeline, and provide some details on the experimental setup. Section 5 defines
the performance metrics that we use to evaluate the effectiveness of our solution

1 Note that this is mainly a representative scenario that well illustrates situations in
which GLBSs might be needed.
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and describes and discusses the results obtained. Finally, conclusions and future
works are highlighted in Sect. 6.

2 Related Work

The work presented in this paper is closely related to research on collective
decision-making and on swarm-level finite state machines. In fact, the GLBS
requires a group of robots in the swarm to make a collective decision to transition
to a new state (e.g. of a finite state machine), in response to some event.

Collective decision-making, which is the first step in implementing a GLBS,
has been thoroughly studied in the classic, non-blockchain-based robot swarm
literature [3,12,33–35]. A limitation of these works when used as the first step for
GLBS is that, after convergence, the robots in the swarm do not have explicit
knowledge about the swarm status, which is fundamental for implementing a
GLBS. Recent advances in the use of blockchain technology to reach consensus
in a robot swarm for collective decision-making [8,17,23,31] provide a possible
solution to this problem. Indeed, the blockchain, which is maintained in a dis-
tributed way by the robots in the swarm, provides a distributed database that
allows each of the robots in the swarm to know about the convergence status
of any other robot in the swarm. This knowledge can be used to implement our
GLBS. However, GLBS was not explicitly studied in that work.

Our implementation is built on the concept of a swarm-level or group-level
finite state machine in a robot swarm. We could find only two studies focusing on
this concept. The first one introduced the Buzz programming language [25,28],
which uses the concept of virtual stigmergy to facilitate coordination within
the swarm. This concept is exploited as an approach for executing transitions
between different behaviors at the swarm level using a finite state machine
(FSM). However, as explained in the Introduction, this approach does not han-
dle well conflicting information nor does it account for the presence of Byzantine
robots. The second one proposes a distributed controller also based on a FSM for
the allocation of sub-swarms to predefined tasks through a bidding process [6].
However, the study assumes that the swarm is always connected, which makes
it unsuitable when this cannot be guaranteed because of low swarm density.

3 Blockchain Fundamentals

A blockchain is a decentralized and distributed ledger that securely records trans-
actions in a transparent and tamper-resistant manner. The primary objective of
the original blockchain introduced by Nakamoto [19] was to establish a digital
currency system that enables peer-to-peer transactions (i.e., transfers of crypto
assets) without the need for external authorities. A blockchain is composed of a
sequence of blocks, each of which is a data structure consisting of at least two
elements: i) the hash value of the previous block, used to establish the connection
and order of the blocks within the blockchain, and ii) a list of transactions.
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When a node wants to add a transaction to the blockchain, it sends it to a
pool of unconfirmed transactions. To generate a new block, nodes gather a subset
of the transactions in the pool, verify each transaction’s validity, and bundle the
valid transactions in a new candidate block. A consensus algorithm is responsi-
ble for deciding if and in which order the new candidate blocks should be added
to the blockchain. (Note that the consensus algorithm is always the cause of
a delay between the moment a node sends a transaction and the moment in
which this transaction is incorporated in the blockchain and disseminated in the
network.) Recent research [22,31,38] has demonstrated the feasibility of execut-
ing blockchain technology in (real) robot swarms using a lightweight consensus
algorithm called proof-of-authority (PoA2) [26], which is therefore the consensus
algorithm that we use in this work.

In a PoA-based blockchain, the first block, also known as the genesis block,
incorporates parameters of the consensus protocol, such as the block interval
period, the initial crypto-asset allocation per node, and a list of the permitted
sealers (i.e., nodes that are allowed to generate new blocks). With PoA, before
being able to propose a new block, sealers need to wait for a certain amount of
time (specified by the block interval period) from the time the last block was
added to the blockchain. In addition, in a blockchain consisting of N sealers,
after a sealer has proposed a new block, it needs to wait for at least (N/2 + 1)
blocks before being able to propose another block. Therefore, at any time, there
are no more than (N −(N/2+1)) nodes permitted to propose a new block. Forks
may occur in the blockchain when more nodes propose a block at the same time.
When this happens, the GHOST protocol [36] is used to resolve the forks.

Alongside the utilization of the PoA algorithm, we also make use of smart
contracts for the decision making in GLBS. A smart contract is a software pro-
gram stored in the blockchain and executed by all the nodes in the blockchain
network [5]. This mechanism enables decentralized networks to agree on the
code, input, and output of software programs. In the context of swarm robotics,
smart contracts can act as distributed controllers that allow robots to execute
actions based on a consensus in the blockchain network.

4 Methods

4.1 The Experimental Scenario

To evaluate the performance of our blockchain-based approach to the GLBS, we
consider a “fire extinguishing” scenario which is representative of any scenarios
that require a GLBS (Fig. 1). In this scenario, the robots in the swarm perform
a sequence of three behaviors: (i) detect fires, (ii) navigate toward fires,
and (iii) extinguish fires. During the first behavior, i.e., fires detection, a
robot swarm patrols the environment in search for fires. Upon detection of a
fire, in the second behavior, a subset of the robot swarm navigates towards it.
Once this group of robots reaches the vicinity of the fire, the robots in the group
2 https://github.com/ethereum/EIPs/issues/225.

https://github.com/ethereum/EIPs/issues/225


102 H. Gupta et al.

Fig. 1. Our simulation scenario implemented using the ARGoS simulator [24].

switch to the third behavior and start extinguishing the fire. The third behavior
in particular has a strong group-level requirement, meaning that fire can only be
extinguished through the collective action of a group of robots.

In order to complete the sequence of behaviors, the group of robots has to
perform two GLBSs: first an asynchronous GLBS (A-GLBS) and then a syn-
chronous GLBS (S-GLBS). The A-GLBS is the switch from detect fire to
navigate toward fire, which starts after the fire has been detected. The S-
GLBS is the switch from navigate toward fire to extinguish fire, which
is activated when the required number of robots have reached the fire location.

In the A-GLBS (i.e., from detect fire to navigate toward fire), the
involved robots are not required to switch their behavior simultaneously, as
they do not need to coordinate their movement toward the fire. In the S-GLBS
(i.e., from navigate toward fire to extinguish fire), a minimum number
of robots need to start shooting water simultaneously for their fire-extinguishing
action to be effective. This number, that we call Rest, is a parameter of the
problem.

In this paper, we consider a specific instance of the generic problem described
above; in particular, we assume that: (i) only one fire is present in the experimen-
tal arena, (ii) during the fire detection behavior the robots perform a random
walk, (iii) the robots share a common frame of reference and a shared clock, and
(iv) the minimum cardinality of the set Rest of robots necessary to extinguish
the fire is |Rest| = 4. In a more general scenario one could relax some of these
assumptions, for example the number of fires and the number of robots necessary
to extinguish them could be variable. However, in this paper, our main goal is
to show the suitability of our blockchain-based decision making for GLBS: we
leave therefore the analysis of more general scenarios for future research.

Even though the swarm could, at least in principle, extinguish the fire using
just |Rest| robots, a larger swarm has a number of benefits: it reduces the time
required to explore the environment to find the fire location, and allows to
increase the probability that enough robots are available to execute the GLBSs.
In practice, we set the swarm size to N > |Rest|, and we require that the number
of robots involved in each GLBSs is greater than |Rest|. In particular:

– Let Rsync be the set of robots involved in the S-GLBS. We require at least
|Rsync| = |Rest|+ΔRsync robots, where |Rest| is the number of robots neces-
sary for extinguishing the fire and ΔRsync is the number of additional robots
necessary to increase the probability of a successful S-GLBS execution.
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– Let Rasync be the set of robots involved in the A-GLBS. We require at least
|Rasync| = |Rsync| + ΔRasync robots, where |Rsync| is the number of robots
necessary for implementing the S-GLBS and ΔRasync is the number of addi-
tional robots necessary to increase the probability of a successful execution
of the A-GLBS.

Therefore, in our solution:

– N robots perform the detect fire behavior,
– |Rasync| robots are involved in the A-GLBS and in the navigate toward

fire behavior, and
– |Rsync| robots are involved in the S-GLBS and |Rest| of these robots are active

during the extinguish fire behavior,

where |Rest| < |Rsync| < |Rasync| < N .

4.2 The Experiment Timeline

The experiment timeline (see Fig. 2) consists of a sequence of three swarm behav-
iors: (i) detect fire, (ii) navigate toward fire, and (iii) extinguish fire,
as described in the following.

Detect Fire Behavior. The experiment starts at time t0 when the swarm of
N robots begins exploring the arena through a random walk, with the goal of
locating the region affected by the fire (detect fire behavior in Fig. 2). At time

One robot knows
about |Rsync|
confirmations

Navigation time

Dissemination
time

Blockchain sync
delay

ts2 ts3

|Rsync| robots reach the
fire and confirm arrival

Behavior 3
Extinguish fire

Behavior 2
Navigate toward fire

Behavior 1
Detect fire

Start
experiment

Fire
detection

t0 ta1 ta2 ta3

|Rasync| robots
are aware of fire

|Rasync| robots
switch behavior

ta4=ts1ta2
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|Rest| robots
sync blockchain

Success

Searching
for fire

Broadcasting fire
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Blockchain
sync delay
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|Rest| robots
switch behaviorImposed delay ( )

Imposed delay ( )

Fig. 2. Timeline of execution of the three behaviors used by the robot swarm in the
fire extinguishing scenario—see Sect. 4.2 for more details.
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ta1 (subscript a stands for asynchronous), for the first time one of the robots
identifies the presence of a fire and sends a transaction—that is, the transaction
is sent to a pool of unconfirmed transactions, as described in Sect. 3—containing
information about the presence of a fire and its location (this transaction will be
later added to the blockchain). The remaining robots become aware of the fire by
synchronizing with the blockchain through peers when they are in communica-
tion proximity (i.e., they are at a distance of 40 cm) during random walk. When
a robot receives information regarding fire detection, it confirms reception by
sending a transaction, which activates the A-GLBS. The robots that are already
aware of the fire continue the random walk to favor information dissemination
until the smart contract has received |Rasync| confirmations (at ta2). At this
point, the robots in Rasync get informed (by querying the smart contract) that
it is time to switch their behavior from fire detection to navigate toward
fire. The robots in Rasync that first receive the blockchain version containing all
the |Rasync| confirmations switch their behavior instantly at ta2. The remaining
robots in Rasync switch their behavior later, as soon as they synchronize with
the blockchain of the robots that have already switched their behavior. At time
ta3 all the robots in Rasync have switched their behavior and the A-GLBS areta3,
therefore completed. This synchronization delay (from ta2 to ta3) is due to the
blockchain synchronization delay inherent to blockchain technology.

Navigate Toward Fire Behavior. During the navigate toward fire behav-
ior, the robots in Rasync move toward the area affected by the fire. The transition
from detect fire to navigate toward fire happens gradually: the first robot
(rx) switches at ta2 and the others up to time ta3. Navigation time is the time
interval between ta2 and ta4, i.e., the time elapsed from the moment the first
robot rx ∈ Rasync switches its behavior until |Rsync| robots reach the fire loca-
tion.

Extinguish Fire Behavior. At time ts1 = ta4 (subscript s stands for syn-
chronous), at least |Rsync| robots have reached the fire and they have all sent
their transactions confirming their arrival. Between ts1 and ts2, called dissemi-
nation time, the blocks containing these transactions are generated and dissem-
inated by the robots until, at time ts2, at least one robot ry has received the
blockchain version containing all the |Rsync| confirmations. Therefore, at ts2, one
of the robots would in principle be ready to start extinguishing the fire because
it knows that the required number of robots are positioned around the fire. How-
ever, as we want the robots to start extinguishing the fire at the same time, it
is necessary that they wait until at least |Rest| of the robots in Rsync have the
same version of the blockchain as ry. This happens at time ts3. Unfortunately, as
the robots that synchronize their blockchain with the blockchain of robot ry do
not know the value of ts3, they cannot decide how long to wait before starting to
extinguish the fire. Our solution to achieve synchronized fire extinguishing is to
impose a delay with respect to ts2 for switching to the extinguish fire behavior
that needs to be large enough so that the S-GLBS is activated at or after ts3.
When selecting the value Δt to give to this imposed delay, one should consider
that there is a trade-off between the success rate of the S-GLBS and its duration:
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Table 1. Variables and parameters used in experiments

Variables Value

Arena size (m2) 7, 14, 28
Density (robots/m2) 1, 2, 3, 4, 5, 6
Δt (s) 2.0, 2.1, 2.2, ..., 29.9, 30.0
Parameters Value

Rest 4
ΔRsync 2
ΔRasync 1
Fire patch diameter (cm) 60
Communication range (cm) 40
Block interval period (s) 2

higher values of Δt will increase both the S-GLBS duration and its probability
of success, whereas lower values will make the S-GLBS faster but at the cost of
a lower probability of success.

4.3 Experimental Setup

All experiments are conducted using the ARGoS [24] robot simulator, in which
we have designed our fire extinguishing scenario (discussed in Sec. 4.1). As a
robot model, we use the e-puck robot plugin, available in ARGoS. The e-puck
robot [18] is equipped with a total of eight proximity sensors, used to detect and
avoid obstacles as well as other robots. Additionally, we use the three ground
sensors of the robot to simulate fire detection (black ground color indicates the
presence of fire in Fig. 1). To estimate the presence of neighboring robots, the
e-puck robot uses a range-and-bearing sensor. Finally, the robot is equipped with
a pair of wheels, enabling locomotion and environmental exploration.

Every single robot is programmed to function as a node in the Ethereum
blockchain by using the ARGoS-blockchain interface [30,31]. Robots communi-
cate using range-and-bearing sensors only when they are in line-of-sight and the
spatial distance between them does not exceed 40 cm. In each experiment, the
number of robots is given by the product of the arena size times the swarm
density (see Table 1). This yields experiments with up to 168 robots. A total of
30 iterations of each experiment are performed for every combination of density,
imposed delay and arena size, as indicated in Table 1. The remaining experimen-
tal parameters are provided in Table 1.

5 Results

In this section, we analyze the performance of the two GLBS mechanisms con-
sidered in this paper, A-GLBS and S-GLBS, in terms of time needed to perform
the switch and of success rate. The switch time is defined as follows:
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– A-GLBS time is the time interval between ta1 (at least one robot detects the
fire) and ta3 (the |Rasync| robots have switched their behavior); and

– S-GLBS time is the sum of the dissemination time ts1 → ts2 and the imposed
delay Δt (see Fig. 2). For an experiment to be successful, S-GLBS time must
be larger or equal to ts1 → ts3 (i.e., the blockchain synchronization delay
must be smaller than the imposed delay).

We discuss the performance of A-GLBS in terms of A-GLBS time in Sect. 5.1,
where we specifically study the effect of changing the swarm density and the
arena size. In Sect. 5.2, we discuss the performance of S-GLBS in terms of time
and success rate of the experiment. As explained in Sect. 4.2, the S-GLBS per-
formance is expected to strongly depend on the imposed delay (Δt). For this
reason, the imposed delay will be the main factor we consider while discussing
these results, along with the density and the arena size.

5.1 Asynchronous Behavioral Switch (A-GLBS)

A-GLBS time is shown in Fig. 3 for the different arena sizes considered and
for different swarm densities. The A-GLBS requires the dissemination of the
information about fire detection and reaching consensus on this information on
the blockchain. We expect that an increase of swarm density causes a decrease of
A-GLBS time because the robots are likely to have a higher connectivity and can
therefore disseminate information faster. We can observe that this expectation is
met in all the different arena sizes considered (see Fig. 3). In addition, we observe
that for all arena sizes variability tends to decrease for increasing densities. This
is because when the density increases the probability of having communication
delays caused by disconnected robots decreases and therefore the time required
to complete the A-GLBS is less variable.

5.2 Synchronous Behavioral Switch (S-GLBS)

To analyze the performance of the S-GLBS, first we note that we consider the S-
GLBS successful only if the blockchain synchronization (which completes at ts3,

Fig. 3. Asynchronous GLBS: A-GLBS time (ta1 → ta3) as a function of the swarm den-
sity. Experiments are repeated 30 times. In box-plots, whiskers indicate the minimum
and maximum values and horizontal black line indicates the median.
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see Fig. 2) occurs before the end of the imposed delay Δt. In Fig. 4, we analyze the
success rate in terms of percentage of failed experiments (top row) and S-GLBS
time (middle and bottom row) as a function of Δt for varying swarm densities
and arena sizes. When reporting the value of S-GLBS time corresponding to
each imposed delay, we only considered the successful runs.

Results presented in Fig. 4 (first row) show that when the imposed delay
increases the number of failed experiments decreases. However, this comes at
the cost of an increased S-GLBS time (last two rows).

Fig. 4. Synchronous GLBS: Percentage of failed experiments (top row) and S-GLBS
time (middle and bottom rows) as a function of imposed delay Δt. Experiments are
repeated 30 times; S-GLBS time is computed only for successful experiments. The
top row plots the percentage of failed experiments for six different swarm densities,
the middle and bottom rows plot S-GLBS time for densities (robots/m2) 1, 2, 3 and
densities 4, 5, 6, respectively. In the middle and bottom rows, the lines represent the
median and the shaded areas depict the inter-quartile range. Results show that in the
small arena or when the density is ≥4 robots/m2 there is no significant difference in
S-GLBS time.

We also observe significant variations in the S-GLBS time for lower densities
(≤3 robots/m2) in medium (14m2) and large (28m2) arenas as depicted in the
middle row of Fig. 4. On the other hand, in the small arena (7m2) the degree of
variation is lower. This can be explained as follows. The time required for the
S-GLBS is influenced by two key factors: the block interval period and the block
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propagation time (because transactions that contain the confirmations about the
robots’ arrivals at the fire need to be included in blocks and propagated among
the robots). Because the number |Rsync| of robots required for the S-GLBS does
not change across arena sizes, it represents a larger proportion of the swarm in
the small arena than in the larger ones. Therefore, it is highly likely that, in
the small arena, either one of the robots ∈ Rsync or one of the robots within
the communication range (note that the communication range is constant across
arena sizes but leads to a higher connectivity in the small arena) is capable of
acting as a sealer for the PoA consensus protocol (see Sect. 3). This leads to a
block production time with low variability. Hence, the variability of S-GLBS time
is lower for the smaller arena. In contrast, when considering medium and large
arenas, the number |Rsync| of robots no longer constitutes a relatively significant
proportion of the robot swarm. As a result, it is possible that there are longer
delays before the blockchain transactions created by the robots ∈ Rsync are
incorporated into a block.

Conversely, in case of higher densities (≥4 robots/m2) (see bottom row of
Fig. 4), enhanced connectivity among robots in the swarm facilitates the finding
of an appropriate sealer as well as the efficient propagation of blocks. This leads
to a lower degree of variability in S-GLBS time.

6 Conclusions and Future Work

This paper has presented the notion of group-level behavioral switch (GLBS)
and its categorization into two distinct types: the asynchronous GLBS and the
synchronous GLBS. In order to let a robot swarm reach consensus for a GLBS,
a solution has been proposed based on blockchain technology, developed on the
Ethereum platform, and evaluated using a fire extinguishing scenario as testbed.
The results demonstrate that the time required for the A-GLBS is influenced
by the density of the swarm: the higher the density, the lower the A-GLBS
time. We also assessed the time required for the S-GLBS and its success rate
as a function of the imposed delay Δt. The findings indicate that there exists
a trade-off between the S-GLBS success rate and its time for completion. Our
proposed solution is versatile, as it allows a user to choose the imposed delay
depending on specific requirements of the given scenario. It should however be
noted that the choice of the imposed delay in principle depends also on the
underlying communication infrastructure which influences the speed with which
the robots in the swarm synchronize with the most recent blockchain. In future
work, we will investigate the exact form of this dependency as well as other
approaches for synchronizing the behavioral switch without imposing the delay
externally. Furthermore, in the presented research, we assumed that all robots
in the swarm use a shared clock in order to achieve synchronicity in the case of
S-GLBS. However, in our future work, we want to accomplish synchronization
without relying on a common clock. We also intend to study the effects that the
presence of Byzantine robots have on decision-making for GLBSs.
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